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Flux difference splitting methods are widely used for the numerical approximation
of homogeneous conservation laws where the flux depends only on the conservative
variables. However, in many practical situations this is not the case. Not only are
source terms commonly part of the mathematical model, but also the flux can vary
spatially even when the conservative variables do not. It is the discretisation of the
additional terms arising from these two situations which is addressed in this work,
given that a specific flux difference splitting method has been used to approximate
the underlying conservation law. The discretisation is constructed in a manner which
retains an exact balance between the flux gradients and the source terms when this
is appropriate. The effectiveness of these new techniques, in both one and two di-
mensions, is illustrated using the shallow water equations, in which the additional
terms arise from the modelling of bed slope and, in one dimension, breadth vari-
ation. Roe’s scheme is chosen for the approximation of the conservation laws and
appropriate discrete forms are constructed for the additional terms, not only in the
first-order case but also in the presence of flux- and slope-limited high-resolution
corrections. The method is then extended to two-dimensional flow where it can be
applied on both quadrilateral and triangular grids.c© 2000 Academic Press
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1. INTRODUCTION

There has been much research in CFD into the accurate and efficient solution of homo-
geneous systems of conservation laws. More recently, as numerical models become more
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complicated and the areas of application of these methods widens, it has become important
that other aspects of the discretisation be given due attention. This is certainly true in the
field of computational hydraulics where modelling can be dominated by the effects not
only of source terms, but also of quantities which vary spatially but independent of the flow
variables. In this paper methods will be constructed which address both of these issues in
a range of situations.

It can be argued that the presence of these effects warrants the construction of new numeri-
cal schemes which are appropriate to the nature of the equations, rather than the use of one of
the many which have been constructed for the simple, homogeneous case. However, the em-
phasis of this work is on how the additional terms should be discretised, given that a specific
conservative finite volume scheme (Roe’s scheme is used here to illustrate the ideas) has been
used to approximate the flux terms, and the main focus is on how the numerical scheme can
be modified so that it maintains any balance between flux and source terms which exists as
part of the underlying mathematical model, e.g., at the steady state. This approach has been
taken previously by a number of authors and applied in a variety of different situations. For
example, Smolarkiewicz has adapted his own MPDATA scheme to solve inhomogeneous
equations arising from geophysical flows [19]; LeVeque has incorporated the modelling of
source terms for shallow water flows within his wave-propagation algorithm [14]; Jenny
and Muller used ideas similar to those presented here to approximate source terms within
their characteristic-based scheme [12]; and Roe’s scheme [16] has been modified by a num-
ber of authors to include source terms, the research of Glaister [7], V´azquez-Cend´on [21],
Bermúdez and V´azquez [1], and Berm´udezet al. [2] being of particular relevance to this
work.

In each of the aforementioned papers discussing Roe’s scheme, the discrete form of the
source terms has been deliberately constructed along lines similar to the numerical fluxes.
This is done to ensure that equilibria which occur in the mathematical model are retained
by the numerical model, and that in the absence of additional terms, the conservative fluxes
are retrieved for accurate modelling of discontinuous solutions. The intention of this paper
is to concentrate on finite volume schemes based on the concept of a numerical flux and
how the source term should be discretised within such a framework to correctly balance
the resulting flux differences. In particular, it aims to show how these ideas apply to higher
order total variation diminishing (TVD) versions of Roe’s scheme (using both flux- and
slope-limiting techniques) and to describe a source term approximation which has each of
the above properties on all types of regular and irregular grids in any number of dimensions.
Furthermore, following on from [5], a new formulation is presented for the discretisation of
the flux in the case where it depends on a spatially varying quantity which is independent
of the solution.

The shallow water equations have been chosen to demonstrate the effectiveness of these
new techniques in one and two dimensions, by modelling the effects of a sloping bed and,
in one dimension only, the inclusion of breadth variation in an open channel. The one-
dimensional discretisation is described first, for a scalar equation in Section 2 and then,
in Section 3, for a general system of conservation laws, followed by its application to the
shallow water equations and a wide selection of results to show its accuracy. In Section 4
the generalisation to two dimensions, illustrated using unstructured triangular grids, is
presented and again applied to the shallow water equations. The final section contains some
brief conclusions obtained from the work.
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2. ONE-DIMENSIONAL SCALAR EQUATIONS

The basic ideas underlying the following work can be illustrated by examining a scalar
equation,

ut + f (u, x)x = s(u, x), (2.1)

modelling the evolution of a single variableu in one space dimension (f is a flux ands a
source, both of which depend onx as well asu), and looking for (1) a way of incorporating the
x-dependence of the flux into the numerical scheme and (2) a discretisation which maintains
equilibria of the formfx ≡ s (steady state). In essence this requires the flux derivatives and
the source terms to be discretised in a similar manner. However, the precise form this implies
for the discrete source term is not always obvious from the flux approximation.

As an example, consider the first-order upwind scheme with forward Euler time-stepping
for the homogeneous equation (s≡ 0 in (2.1)) which, in fluctuation-signal form [17], can
be written as

un+1
i = un

i −
1t

1xi

(
1 f +i−1/2+1 f −i+1/2

)
. (2.2)

Note thati here is a cell index, not a node index, so this is not the traditional fluctuation-
signal framework, but instead a device which will be used to illustrate the form that the
discrete source terms should take when the equivalent finite volume approach is used to
approximate the fluxes. In the case wheref depends on bothu andx (case 1 above),

1 fi+1/2 =
(
∂̃ f

∂u

)
i+1/2

1ui+1/2+
(
∂̃ f

∂x

)
i+1/2

1xi+1/2 = λ̃i+1/21ui+1/2+ Ṽ i+1/2, (2.3)

in whichλ is the advection velocity andV is the extra term due to the independent spatial
variation, so the scheme (2.2) is completed by setting

1 f ±i+1/2 = λ̃±i+1/21ui+1/2+ 1

2

(
1± sgn

(
λ̃i+1/2

))
Ṽ i+1/2, (2.4)

whereλ̃± = 1
2(λ̃± |λ̃|). In both equations∼ represents a Roe-averaged quantity evaluated

at a cell interface which is defined to ensure that (2.4) is satisfied. Straightforward algebraic
manipulation converts (2.2) to an equivalent flux-based finite volume scheme,

un+1
i = un

i −
1t

1xi

(
f ∗i+1/2− f ∗i−1/2

)
, (2.5)

in which the numerical flux (denoted by an asterisk) for first-order upwinding is given by

f ∗i+1/2 =
1

2
( fi+1+ fi )− 1

2
sgn
(
λ̃i+1/2

)
( fi+1− fi )

= 1

2
( fi+1+ fi )− 1

2

(∣∣λ̃i+1/2

∣∣1ui+1/2+ sgn
(
λ̃i+1/2

)
Ṽ i+1/2

)
, (2.6)

with a similar expression forf ∗i−1/2. The dependence of the flux onx is incorporated within
the evaluation of the numerical flux. Note that throughout this paper the asterisk indicates
an approximation of the flux across a cell face or the source over a cell volume.
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In the case whens 6≡ 0 (case 2 above), the numerical scheme (2.2) becomes

un+1
i = un

i −
1t

1xi

(
1 f +i−1/2+1 f −i+1/2

)+ 1t

1xi
s∗i , (2.7)

but it remains to defines∗i . The bold type used here (and later) indicates that it is the integrated
source term which is being approximated, so a factor of the cell length/area is incorporated
within it. In this work the discretisation is constructed so that (2.7) maintains a balance of
the form fx ≡ s; i.e., in such situations the discrete form gives

s∗i ≡ 1 f +i−1/2+1 f −i+1/2. (2.8)

Now, given this equilibrium, at an interface

1 fi+1/2 = λ̃i+1/21ui+1/2+ Ṽ i+1/2 = s̃i+1/2, (2.9)

as long as the flux and source terms are evaluated in the same way, and at the same interface
state (something which should be borne in mind throughout this paper). Comparing (2.4)
and (2.9) leads to expressions for components of the source term associated with the local
wave speed, which can be written

1 f ±i+1/2 =
1

2

(
1± sgn

(
λ̃i+1/2

))
s̃i+1/2 = s̃±i+1/2, (2.10)

and it becomes obvious from the requirement that (2.8) should be satisfied that

s∗i = s̃+i−1/2+ s̃−i+1/2

= 1

2

([
1+ sgn

(
λ̃i−1/2

)]
s̃i−1/2

)+ 1

2

([
1− sgn

(
λ̃i+1/2

)]
s̃i+1/2

)
(2.11)

is the form that should be substituted into the flux-based form of the complete scheme

un+1
i = un

i −
1t

1xi

(
f ∗i+1/2− f ∗i−1/2

)+ 1t

1xi
s∗i . (2.12)

Note thats∗i is an approximation to the integral of the source term over celli , sos∗i /1xi

represents some cell-averaged value. This allows1xi to appear in both the flux and the
source discretisations so that the balance achieved here can be maintained if irregular
grids are used. Furthermore,s̃i+1/2 = s̃−i+1/2+ s̃+i+1/2 can be thought of as approximating an
integral across thei + 1/2 cell edge (i.e., over a dual cell rather than a grid cell) so that its
discrete form can be related to, and balanced with, the flux difference across this edge. The
integrated quantity then contributes to the cell updates on either side of the edge according
to the local wave speeds, as indicated in Fig. 1.

This type of discretisation can be used for any type of source term, but it is designed
specifically for equations such as

ut +
(

u2

2

)
x

= aux, (2.13)
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FIG. 1. Scalar flux and source distribution within a control volume.

which clearly has a balance whena ≡ u. The extra terms which model variable topography
in the shallow water equations give an example of this type of equation. It is less obvious
that this treatment would be beneficial to the approximation of, for example,

ut + (λu)x = u3, (2.14)

which has no spatial derivative on the right hand side, and hence no obvious equilibrium
with the flux derivative. Bed friction terms are more akin to this form and, while an upwind
discretisation should still be beneficial, a full investigation is left to future work.

It should be noted that even whena in Eq. (2.13) varies withx and is supplied analytically,
it should be evaluated at cell interfaces using a Roe-average form of the cell centre data and
not the exact values there, otherwise the discrete balanceã ≡ ũ would be disturbed and the
equilibrium destroyed.

The above analysis is not restricted to the first-order upwind scheme. For example, the
cell-based fluctuation-signal form of the Lax–Wendroff scheme,

un+1
i = un

i −
1t

1xi

(
1

2

[(
1+ νi−1/2

)
1 fi−1/2

]+ 1

2

[(
1− νi+1/2

)
1 fi+1/2

])+ 1t

1xi
s∗i ,

(2.15)

in which ν = λ1x/1t is the local CFL number and1 f is as in (2.3), leads to the corre-
sponding numerical flux

f ∗i+1/2 =
1

2
( fi+1+ fi )− ν

2
( fi+1− fi )

= 1

2
( fi+1+ fi )− 1

2
sgn
(
λ̃i+1/2

)[
1− (1− ∣∣νi+1/2

∣∣)]( fi+1− fi ) (2.16)

and subsequently to the numerical source

s∗i =
1

2

[(
1+ sgn

(
λ̃i−1/2

)[
1− (1− ∣∣νi−1/2

∣∣)])s̃i−1/2
]

+ 1

2

[(
1− sgn

(
λ̃i+1/2

)[
1− (1− |ν|i+1/2

)])
s̃i+1/2

]
. (2.17)

Approximations now follow automatically for flux-limited TVD schemes, since

f ∗TVD = f ∗UP+ L(r )( f ∗LW − f ∗UP) (2.18)
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(where the subscripts have their obvious interpretations), which implies that

s∗TVD = s∗UP+ L(r )(s∗LW − s∗UP). (2.19)

In the above equationsL(r ) represents a nonlinear flux-limiter function, as described in
[13, 20], and

r = 1uupwind

1ulocal , (2.20)

where1ulocal is the change inu across the current cell edge and1uupwind is the change across
the upwind edge according to the local advection velocityλ̃. The important properties ofL
are that for smooth flow the accuracy of the scheme is second order (whenL(r ) = 1 it gives
the Lax–Wendroff scheme) but near discontinuities and other local extrema of the solution
wherer < 0 the scheme reduces to first-order accuracy in order to avoid the introduction
of unwanted oscillations into the solution.

The limited numerical flux is

f ∗i+1/2 =
1

2
( fi+1+ fi )− 1

2
sgn
(
λ̃i+1/2

)(
1− L

(
ri+1/2

)(
1− ∣∣νi+1/2

∣∣))( fi+1− fi ) (2.21)

so the corresponding discrete source term should be

s∗i =
1

2

[(
1+ sgn

(
λ̃i−1/2

)[
1− L

(
ri−1/2

)(
1− ∣∣νi−1/2

∣∣)])s̃i−1/2
]

+ 1

2

[(
1− sgn

(
λ̃i+1/2

)[
1− L

(
ri+1/2

)(
1− ∣∣νi+1/2

∣∣)])s̃i+1/2
]
. (2.22)

In the slope-limited case, the numerical sources are (a) evaluated as in (2.11) but using
the reconstructed solution values at the cell edge and (b) augmented by a correction term
which arises due to the linear variation of the solution over the cell. The latter modification
is necessary because whereas previously

1 fi+1/2+1 fi−1/2 = ( fi+1+ fi )+ ( fi + fi−1), (2.23)

it is now only true to say

1 fi+1/2+1 fi−1/2 =
(

f R
i+1/2+ f L

i+1/2

)− ( f R
i−1/2+ f L

i−1/2

)− 2
(

f L
i+1/2− f R

i−1/2

)
,

(2.24)

where the superscripts R and L represent evaluation on, respectively, the right and left hand
sides of the interface indicated by the associated subscript, so the numerical source term is
defined to be

s∗i =
(
s̃−i+1/2+ s̃+i−1/2

)− s̃
(
uL

i+1/2, u
R
i−1/2

)
. (2.25)

The first term on the right hand side is evaluated precisely as in (2.11) except that the
interface values are now those of the MUSCL reconstruction of the solution within each
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cell. The second term is evaluated at the Roe-average state over the cell (indicated again
by∼), which ensures that

s̃
(
uL

i+1/2, u
R
i−1/2

) = f L
i+1/2− f R

i−1/2 (2.26)

at equilibrium (as was done in (2.9)), so the balance is maintained with the final term in
(2.24) within cell i . As will be noted later, the correction term could be improved away
from the chosen equilibrium.

It should be noted that the TVD condition which the flux and slope limiters have been
constructed to satisfy applies to homogeneous equations, and the inclusion of source terms
means that spurious oscillations (i.e., those which appear simply as numerical artifacts,
not as part of the actual solution in the presence of source terms) may appear in the final
solution. This problem has yet to be fully addressed.

These ideas are discussed more thoroughly in the following sections, in the practical
context of the shallow water equations, where it is shown how they extend to nonlinear
systems of equations in one and more space dimensions on arbitrary grids, although the
emphasis is placed on steady-state and nearly steady problems.

3. ONE DIMENSION

The one-dimensional equations representing a system of conservation laws with source
terms may be written

Ut + Fx = S, (3.1)

whereU is the vector of conservative variables,F is the conservative flux vector, andS
includes all of the source terms. In this section it is assumed thatF = F(U); in Section 3.2
the flux will be assumed to depend not only on the conservative variables but also another
independent, spatially varying quantity, i.e.,F = F(U, b(x)).

Using the standard finite volume approximation of the flux terms in (3.1), combined with
a simple, forward Euler discretisation of the time derivative leads to a difference scheme
which can be written

Un+1
i = Un

i −
1t

1xi

(
F∗i+1/2− F∗i−1/2

)+ 1t

1xi
S∗i , (3.2)

in which F∗ represents a numerical flux evaluated at an interface between control volumes
andS∗ ≈ ∫ Sdx is a numerical source integral over the control volume, which has yet to be
approximated. For convenience, a cell centre scheme in which the control volumes coincide
with the mesh cells has been considered throughout this work, although the ideas may be
applied to other types of schemes in a similar manner.

At first sight, the second term on the right hand side of (3.2) looks like a discrete flux
derivative for celli . However, for the purposes of this work it is more convenient to consider
it from the point of view of the numerical fluxes being constructed from an approximation
to the integral of the flux derivatives over dual cells and providing contributions to the cell
updates (1xi comes from the integration of the original equations over the control volume).
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FIG. 2. Numerical fluxes and sources for the cell centre scheme.

Commonly,S∗i is evaluated pointwise, taking the value1xi S(Ui ), or split symmetrically,
giving an expression of the form

S∗i =
1xi

2

(
S
(
Ui−1/2

)+ S
(
Ui+1/2

))
, (3.3)

but a more sophisticated approach is sought here, based on the approach of Glaister [7],
which accounts for the form of the numerical fluxes.

Note that in the absence of source terms the scheme given by (3.2) reduces to a conserva-
tive discretisation of the homogeneous system. Also, (3.2) has been written with irregular
grids in mind, and as a consequence the mesh spacing1xi = xi+1/2− xi−1/2 relates to the
cells, not the nodes (see Fig. 2).

Roe’s scheme [16] is one of the most commonly used examples of the conservative
finite volume method mentioned above. This is an upwind scheme which uses an ap-
proximate Riemann solver to decompose the flux terms into characteristic components by
diagonalisation of the homogeneous part of a linearised form of the system (3.1), which
is

Ut + ÃUx = 0, (3.4)

whereÃ ≈ ∂ F/∂U is the linearised flux Jacobian of the system. The Riemann problems
arise at the interfaces between the control volumes (the mesh nodes in this case) where
discontinuities occur in the discrete representation of the solution.

Application of Roe’s Riemann solver results in a decoupling of the linearised equations
that splits the flux difference so that it can be written in a number of equivalent forms; i.e.,
at an interface

1Fi+1/2 = (Ã1U)i+1/2 = (R̃ Λ̃R̃−11U)i+1/2 =
(

Nw∑
k=1

α̃kλ̃kr̃ k

)
i+1/2

, (3.5)

in which1F represents the jump inF across the edge of a control volume,R̃ is the matrix
whose columns are the right eigenvectorsr̃ k of Ã, Λ̃ is the diagonal matrix of eigenvalues
λ̃k of Ã, and the components ofR̃−11U(=1W) are the strengths ˜αk associated with each
component of the decomposition (W being the vector of characteristic variables of the
system). The final expression indicates how the flux difference is decomposed intoNw
characteristic components (or waves of the Riemann problem), whereNw is the number of
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equations of the system (3.4). In both (3.4) and (3.5) (and throughout the rest of this paper),
∼ denotes the evaluation of a quantity at its Roe-average state [6, 16]. This is a special
average state of the flow variables which is constructed so that (3.5) is always satisfied for
the given system.

Having obtained the decomposition (3.5), we construct Roe’s scheme for a homogeneous
system of equations from (3.2) by taking the numerical fluxes to be

F∗i+1/2 =
1

2

(
Fi+1+ Fi

)− 1

2
(R̃|Λ̃|R̃−11U)i+1/2, (3.6)

where|Λ̃| = diag(|λ̃k|); the source terms have been temporarily ignored. A similar expres-
sion can be written down forF∗i−1/2.

Choosing the Roe-average state (represented by∼) to satisfy (3.5) means that the resulting
approximate Riemann solver is an exact solver for this local linearisation of the Riemann
problem. More importantly, in the context of this work, when (3.5) is combined with (3.6)
the nodal update scheme given by (3.2) is equivalent to the fluctuation-signal style scheme
[17] mentioned earlier and given by

Un+1
i = Un

i −
1t

1xi

[
(R̃Λ̃−R̃−11U)i+1/2+ (R̃Λ̃+R̃−11U)i−1/2

]+ 1t

1xi
S∗i , (3.7)

in which

Λ̃± = 1

2
(Λ̃± |Λ̃|). (3.8)

This splits the update into contributions related to right-going (+) and left-going (−) charac-
teristics in the decomposition. It follows that the solution is updated using only contributions
from the wave perturbations of the Riemann problems at the nodes which enter the cell un-
der consideration, as illustrated in Fig. 3. It remains to choose an appropriate form for the
numerical source term integralS∗.

3.1. Source Terms

This work follows much recent research into source term discretisation, see for example
[1, 5–7], which has concentrated on the use of a characteristic decomposition of the type
shown in (3.5). This similarly projects the source term integral onto the eigenvectors of the

FIG. 3. Wave propagation directions in a control volume.



98 HUBBARD AND GARCIA-NAVARRO

flux JacobianÃ, so that in its linearised form it can be expressed as∫ xi+1

xi

Sdx ≈ S̃i+1/2 = (R̃R̃−1S̃)i+1/2 =
(

Nw∑
k=1

β̃kr̃ k

)
i+1/2

, (3.9)

whereβ̃k, the coefficients of the decomposition, are the components of the vectorR̃−1S̃.
Note that the integral approximated in (3.9) is over a dual cell of the mesh (associated with
the interfacei + 1/2) and can be easily incorporated within the fluctuation-signal form
of the finite volume scheme given by (3.7).S∗i will be constructed out of contributions
from both ends of the cell, with consistency assured as long as the whole of each dual cell
integral (3.9) is distributed. Note that the only extra expense incurred by the decomposition
is the evaluation of the coefficients̃βk in (3.9); all other quantities are already evaluated for
discretising the flux terms.

The terms on the right hand side of (3.9) may be called upon to balance components of
the flux difference1F (3.5) so they must be linearised in the same way to ensure that, for
the chosen equilibrium state,

Fx − S≡ 0⇒ 1Fi+1/2− S̃i+1/2 = 0, (3.10)

throughout the domain. This follows because at this equilibrium the decompositions (3.5)
and (3.9) have been constructed to giveΛ̃R̃−11U = R̃−1S̃ (or alternatively ˜αkλ̃k = β̃k).
Hence∼ still represents the evaluation of a quantity at the Roe-average state. In fact it is
important that the numerical fluxes and sources are evaluated at the same state in order to
maintain the balance which the discretisation has been constructed to satisfy.

As a result of the characteristic decomposition (3.9), the source terms may be discretised
in an “upwind” manner (although, since none of the components has an inherent upwind
direction, this must be taken from the corresponding flux component) and the analysis of
the scalar equation presented in Section 2 can now be repeated for this system. This leads
straightforwardly to an appropriate upwind fluctuation-signal formulation for the first-order
scheme (3.7) with source terms, given by

Un+1
i = Un

i −
1t

1xi

[
(R̃(Λ̃−R̃−11U − I−R̃−1S̃))i+1/2+ (R̃(Λ̃+R̃−11U − I+R̃−1S̃))i−1/2

]
,

(3.11)

in which I± = Λ̃−1Λ̃±. The correct balance follows immediately from (3.10).
It is not immediately clear though, how the discretisation of the source term implied by

(3.11) can be converted into a numerical source integralS∗i so that the same balance can be
achieved within the flux-based form of the scheme (3.2), particularly when it is extended
to a higher order.

The difficulties which arise (and the solution to the problem) can be highlighted by
following the transformation of (3.11) into an equation corresponding to (3.2). With a small
amount of algebraic manipulation, similar to that carried out in Section 2, (3.11) becomes

Un+1
i = Un

i −
1t

21xi

[
(R̃(Λ̃R̃−11U − R̃−1S̃))i+1/2+ (R̃(Λ̃R̃−11U − R̃−1S̃))i−1/2

]
+ 1t

21xi

[
(R̃(|Λ̃|R̃−11U − sgn(I)R̃−1S̃))i+1/2

− (R̃(|Λ̃|R̃−11U − sgn(I)R̃−1S̃))i−1/2
]
, (3.12)
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in which sgn(I) = Λ̃−1|Λ̃|. Since (3.5) and (3.9) hold, and

1Fi+1/2+1Fi−1/2 = (Fi+1+ Fi )− (Fi + Fi−1), (3.13)

it follows that the scheme (3.12) can be simplified to

Un+1
i = Un

i −
1t

1xi

(
F∗i+1/2− F∗i−1/2

)+ 1t

1xi

(
S̃−i+1/2+ S̃+i−1/2

)
. (3.14)

From the above expressions and (3.5), the numerical fluxes,F∗i+1/2 andF∗i−1/2, are precisely
those defined by (3.6) and the numerical source term integral of (3.2) is given by

S∗i = S̃−i+1/2+ S̃+i−1/2, (3.15)

where

S̃−i+1/2 =
1

2
(R̃(I − sgn(I))R̃−1S̃)i+1/2 = (R̃I−R̃−1S̃)i+1/2 (3.16)

and

S̃+i−1/2 =
1

2
(R̃(I + sgn(I))R̃−1S̃)i−1/2 = (R̃I+R̃−1S̃)i−1/2. (3.17)

Thus, following the procedure outlined in Section 2, a source term discretisation has been
found which, by construction, will ensure that the appropriate equilibria of the underlying
mathematical model are maintained by the numerical scheme. The method is closely related
to that proposed by LeVeque [14]. However, he constructs new states for the conservative
variablesU within each cell whose differences balance the source term internally before
the Riemann solver and any higher order corrections are applied. Here, the source term
is decomposed and explicit expressions are constructed for its evaluation in terms of the
flow variables. In this manner, any underlying balance in the equations being modelled is
automatically passed on to the discrete form. It is even more closely related to the work of
Jenny and Muller [12] who also propose the consideration of source terms as edge-based
quantities which should be distributed to the cells. However, they considered a characteristic-
based scheme whereas this work applies to flux-based finite volume schemes and addresses
a specific problem of maintaining a precise balance between flux and source terms.

Note that because the numerical source integral cannot, in general, be written as a dif-
ference, nothing similar to (3.13) can be applied to it to allow it to be included within the
numerical flux (3.6). This means that the balance which is sought between flux derivatives
and sources in the flux-based scheme can only be obtained locally by balancing non-zero
fluxes through the edges of a control volume, and not by setting each edge flux to zero.
One important consequence of this is that the most sensible method of applying the bound-
ary conditions to the numerical scheme is through the addition of ghost cells, since this
requires no further correction to maintain the balance which is sought. The distribution of
the numerical fluxes and source term components is shown in Fig. 4.

It is of course possible to overcome the above problem when the source term takes the
form of a derivative. If this is the case the source simply augments the conservative flux in
the scheme (3.2); i.e., givenS=Gx,

F∗ → F∗ −G∗, (3.18)
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FIG. 4. System flux and source distribution within a control volume.

andS∗ becomes obsolete. In some cases it may also be possible to incorporate some part
of the source term that can be expressed as a derivative within the numerical flux, and then
apply an appropriate discretisation to the remaining component of the source.

3.1.1. Flux-limited schemes.The approach presented in the previous section is no dif-
ferent from the standard upwind technique for approximating source terms when a first-order
upwind flux discretisation is being used [6]. The only new aspect is the way it has been
written, splitting the dual cell source integral into two parts. Usually though, accuracy of
higher than first order is required for practical calculations.

The accuracy of Roe’s scheme is improved, without introducing spurious oscillations into
the solution, by the application of flux-limiting techniques [13, 20]. These ensure second-
order accuracy in smooth regions of the flow, while enforcing a total variation diminishing
(TVD) property. It is achieved by including a high-order correction term in the numerical
flux, which becomes [18]

F∗i+1/2 =
1

2
(Fi+1+ Fi )−

1

2
(R̃|Λ̃|LR̃−11U)i+1/2, (3.19)

in whichL = diag(1− L(rk)(1− |νk|)), whereνk = λ̃k1t/1x is the Courant number as-
sociated with thekth component of the decomposition,L is a nonlinear flux-limiter function,
as described in [13, 20], and

rk = α̃
upwind
k

α̃local
k

. (3.20)

Within (3.19),α̃local
k would be evaluated at thei + 1/2 edge, while ˜αupwind

k is found at the
upwind edge according to the velocityλ̃k at edgei + 1/2.

It is clear that if a balance is to be maintained a corresponding high-order correction
must also be made to the source term approximation, and its form can be derived simply
by comparing the numerical sources of (3.16, 3.17) with the numerical fluxes in (3.6), all
of which have been split into two parts which are balanced separately. The flux limiter is
only applied to the second part of the numerical flux, so the flux-limited numerical source
which maintains the balance achieved by the first-order discretisation takes the form

S̃−i+1/2 =
1

2
(R̃(I − sgn(I)L)R̃−1S̃)i+1/2, (3.21)

with a similar expression for̃S+i−1/2 in (3.15). Note that this work is concerned more with
maintaining equilibria between the flux and source terms than with constructing higher order
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FIG. 5. Flux and source evaluation for the MUSCL scheme.

approximations of the source terms on their own so that theoverall scheme gives better
numerical solutions. Also, since (3.21) is an edge-based quantity, it is simple to evaluate
with the fluxes and include within the numerical model with only a small increase in overall
expense.

3.1.2. Slope-limited schemes.The same balance is slightly more difficult to achieve
when the high-resolution scheme is constructed using a MUSCL-type slope-limiting ap-
proach [22]. This is because the underlying representation of the solution is now taken to
be linear within each cell so that (3.13) is no longer true. It can, though, be replaced by the
more general expression

1Fi+1/2+1Fi−1/2 =
(

FR
i+1/2+ FL

i+1/2

)− (FR
i−1/2+ FL

i−1/2

)− 2
(

FL
i+1/2− FR

i−1/2

)
,

(3.22)

where the superscripts R and L represent evaluation on, respectively, the right and left
hand sides of the interface indicated by the associated subscript (as shown in Fig. 5). The
corresponding numerical flux is

F∗i+1/2 =
1

2

(
FR

i+1/2+ FL
i+1/2

)− 1

2
(R̃|Λ̃|R̃−11U)i+1/2, (3.23)

in which the Roe averages are now evaluated from the reconstructed piecewise linear solu-
tion. An appropriate correction must therefore be made to the numerical source within each
cell, and this leads to

S∗i =
(
S̃−i+1/2+ S̃+i−1/2

)− S̃
(
UL

i+1/2, UR
i−1/2

)
. (3.24)

The first term on the right hand side is evaluated precisely as before, in (3.15), except that
the interface values are now those of the MUSCL reconstruction of the solution within
each cell. The final term̃S is simply the source term integral approximated over the mesh
cell (cf. (3.9)); it is indicated by∼ because it is evaluated at the Roe average of the left
and right states of the linear reconstruction of the solution within the cell. In terms of the
approximation (3.10) the extra term can be thought of as a correction to the integral of the
source term over the dual cell arising from the linear variation of the approximation.

3.2. Spatially Dependent Fluxes

In some situations the flux may depend on quantities other than the flow variables,
and the numerical scheme needs to be modified appropriately. Only one extra spatially
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varying quantity will be considered here, but the approach is easily extended to any number.
Returning to Eq. (3.1) and takingF = F(U, b(x)), whereb varies independent ofU,
requires a modification to the characteristic decomposition, so that (3.5) becomes

1Fi+1/2 = (Ã1U + Ṽ)i+1/2

= (R̃Λ̃R̃−11U + R̃R̃−1Ṽ)i+1/2

=
(

Nw∑
k=1

α̃kλ̃kr̃ k +
Nw∑
k=1

γ̃ kr̃ k

)
i+1/2

, (3.25)

whereṼ ≈ ∂ F
∂b 1b andγ̃ k, the coefficients of the decomposition of this extra term, are the

components of̃R−1Ṽ . Equation (3.25) gives a set ofNw equations inNw + 1 unknowns,
which are taken to be a set of consistent Roe-averaged independent variables from whichŨ
andb̃ (and all other variables) can be evaluated. This leaves one degree of freedom which
can be used by enforcing1F − S̃ = 0 at an appropriate state of equilibrium.

Following the same steps as earlier in Section 3 to transform the fluctuation-signal scheme
to the flux-based scheme, but including this extra term in the flux difference, leads to
precisely the same form for the scheme as when approximating the homogeneous system
as shown in (3.2), but with new expressions for the numerical fluxes, given by

F∗i+1/2 =
1

2
(Fi+1+ Fi )−

1

2
(R̃|Λ̃|R̃−11U + R̃ sgn(I)R̃−1Ṽ)i+1/2, (3.26)

in the first-order case,

F∗i+1/2 =
1

2
(Fi+1+ Fi )−

1

2
(R̃|Λ̃|LR̃−11U + R̃ sgn(I)LR̃−1Ṽ)i+1/2, (3.27)

when the flux-limited high-resolution scheme is being used, or

F∗i+1/2 =
1

2

(
FR

i+1/2+ FL
i+1/2

)− 1

2
(R̃|Λ̃|R̃−11U + R̃ sgn(I)R̃−1Ṽ)i+1/2, (3.28)

for the MUSCL scheme, where the averages are now calculated from the linearly recon-
structed solution. By including this extra term in the numerical flux it is possible to avoid
altering the form of the source term, as was suggested in [15].

3.3. Shallow Water Flows

The shallow water equations have been chosen as the system of equations to illustrate
the use of these new techniques. In one dimension, shallow water flows through a rect-
angular open channel of varying breadth and bed slope are modelled. The effects of bed
friction may also be included and, as described in Section 3.1, are simple to treat within
the new framework without disturbing the balance between the other source terms and the
flux derivatives. However, since it is this balance which the new discretisation has been
constructed to maintain, friction is not included in the following discussion. The remaining
system can be modelled by the equations [3]

Ut + Fx = S, (3.29)
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FIG. 6. The shallow water flow variables.

where

U =
(

bd
bdu

)
, F =

(
bdu

bdu2+ 1
2gbd2

)
, S=

(
0

1
2gd2bx + gbdhx

)
, (3.30)

which leads to

∂ F

∂U
=
(

0 1

gd− u2 2u

)
,
∂ F

∂b
=
(

0

− 1
2gd2

)
. (3.31)

In these equationsd is the depth of the flow,h is the depth of the bed below a nominal still
water level,b = b(x) is the channel breadth,u is the flow velocity, andg is the acceleration
due to gravity. These quantities are depicted in Fig. 6, along withη, the height of the free
surface above still water.

Equation (3.30) provides an example which includes source terms and a spatial depen-
dence on channel breadth which is independent of the flow. Furthermore, the balance which
has been sought in previous sections is illustrated by the steady state represented by still
water (d ≡ h andu ≡ 0), in which case the system (3.30) reduces to

(
1

2
gbd2

)
x

= 1

2
gd2bx + gbdhx. (3.32)

This exhibits precisely the type of balance which has been focused on in this work.
The characteristic decomposition (3.25) for the one-dimensional shallow water equations

(3.30) and (3.31) is completely defined by

α̃1 = 1(bd)

2
+ 1

2c̃
(1(bdu)− ũ1(bd)), α̃2 = 1(bd)

2
− 1

2c̃
(1(bdu)− ũ1(bd))

λ̃1 = ũ+ c̃, λ̃2 = ũ− c̃
(3.33)

r̃ 1 =
(

1
ũ+ c̃

)
, r̃ 2 =

(
1

ũ− c̃

)
γ̃ 1 = − 1

4g
c̃31b, γ̃ 2 = 1

4g
c̃31b,
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and it is easily shown that (3.25) is satisfied exactly when

ũ =
√

bRdRuR+√bLdLuL

√
bRdR+√bLdL

, c̃2 = g

(√
bRdR+√bLdL

√
bR+√bL

)
, (3.34)

which reduce to the Roe averages for the one-dimensional shallow water flow described in
[6] in the absence of breadth variation (i.e., whenbR = bL). The corresponding decompo-
sition of the source terms (3.9) then leads to

β̃1 = 1

4g
c̃31b+ 1

2
b̃c̃1h = −β̃2 (3.35)

In order for (3.16) and (3.17) to maintain the correct balance, i.e.,

α̃kλ̃k + γ̃ k − β̃k = 0 ∀k, (3.36)

or equivalently,

R̃(Λ̃R̃−11U + R̃−1Ṽ − R̃−1S̃) = 0 (3.37)

when the flow is quiescent,b̃ is constructed so that it satisfies

b̃1h = 1(bh)− h̃1b, (3.38)

whereh̃ is evaluated in a manner similar to that in whichd̃ is evaluated

h̃ =
√

bRhR+√bLhL

√
bR+√bL

, (3.39)

so thatd ≡ h⇒ d̃ = h̃ throughout the domain. Note that this also requires thatd andh are
reconstructed in the same manner if the MUSCL high-resolution scheme is used.

3.3.1. Numerical results.The results presented in this section have been chosen to
illustrate the improvement in the approximation using the new techniques by focusing on
the following:

• The ability to maintain quiescent flow,
• The accuracy of approximations to both continuous and discontinuous steady state

solutions, and
• The accuracy of simple time-dependent approximations.

These have been studied using a variety of channel geometries. The following one-dimen-
sional results are presented on regular grids but all of the tests have been run on randomly
perturbed grids with very similar outcomes.

The geometry for the first test case was proposed by the Working Group on Dam-Break
Modelling [4], and the bed and breadth variation of the channel (of length 1500) are depicted
in Fig. 7. The upwind source term treatment described in this paper is compared with a much
simpler pointwise discretisation in Fig. 8 (using a uniform 600-cell grid, so that1x = 2.5),
which shows graphs of water surface level and unit discharge for the numerical steady states
which result from quiescent initial conditions (η = d − h = 12.0 andu = 0.0) and simple
non-reflecting boundary conditions. In this case the initial (still water) conditions should
be maintained indefinitely by the numerical scheme.
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FIG. 7. Breadth and bed variation for the tidal flow test case.

A comparison is made between first-order, slope-limited, and flux-limited schemes com-
bined with pointwise and upwind source term discretisations: in all high-resolution cases
the Minmod limiter [20] has been applied. The upwind source term discretisations always
produce the correct steady-state solution, exactly to machine accuracy and indistinguish-
able from the exact solution in the graphs (even on irregular grids). This is true not only
for the first-order scheme (which has been achieved previously) but also for the high-
resolution TVD schemes using any flux or slope limiter on any grid in the presence of
bed slope and breadth variations. The pointwise discretisations show small discrepancies
(a central discretisation of the source term was also tried but produced even worse results
than the pointwise approximation and is not presented here), most notably in the unit dis-
charge, a quantity which depends on the flow velocity. In each case the method described
in Section 3.2 is used to discretise the fluxes where the channel breadth varies.

The second channel geometry used in this work (shown in Fig. 9) is defined over the
interval [0.0, 3.0] and has a smoothly varying depth and breadth, given by

b(x) =
{

1.0− (1.0− bmin) cos2(π(x − 1.5)) for |x − 1.5| ≤ 0.5

1.0 otherwise,
(3.40)

wherebmin is the minimum channel breadth, and

h(x) =
{

1.0− zmaxcos2(π(x − 1.5)) for |x − 1.5| ≤ 0.5

1.0 otherwise,
(3.41)

in whichzmaxis the maximum height of the bed above the levelη = 0.0. This has been chosen
as a simple channel geometry for which exact steady-state solutions to the one-dimensional
shallow water equations are available for comparison [8]. The parameters chosen to define
the channel here arezmax= 0.1 andbmin = 0.9. A uniform 150-cell grid has been used for
each computation.

Three flows (each defined by a local Froude numberF and a depthd for the flow) are
compared:

• F∞ = 0.5, d∞ = 1.0, giving purely subcritical flow which is symmetric about the
throat of the constriction (the most narrow point,x = 1.5),
• F∞ = 0.6,d∞ = 1.0, giving transcritical flow with a stationary hydraulic jump down-

stream of the throat and a critical point at the throat, and



106 HUBBARD AND GARCIA-NAVARRO

FIG. 8. Water surface level and unit discharge for quiescent flow in a channel with variable bed and breadth,
see Fig. 7, for first-order (a, b) and high-resolution slope-limited (c, d) and flux-limited (e, f) schemes (t = 1000).

• F∞ = 1.7, d∞ = 1.0, giving purely supercritical flow which is symmetric about the
throat.

The subscript∞ represents the freestream flow values at infinity which are used in the
application of simple characteristic boundary conditions at inflow and outflow. The results
of the comparisons for each of the schemes are shown in Figs. 10–12. The graphs show
the variation of total dischargeQ = bduand depthd through the channel. Discharge is a
quantity that should remain constant at steady state and therefore gives an easily visualised
indication of the accuracy of the approximation.
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FIG. 9. Breadth and bed variation for the sine channel test case.

In each case the upwinded source terms can be seen to model the solution better than
the pointwise evaluation. This is particularly noticeable in the subcritical case where the
latter is unable to attain a symmetric solution. The position and strength of the hydraulic
jump is predicted accurately by all of the schemes, although there is a small discrepancy
in the discharge at the discontinuity in every case. Note that in the second-order case
small oscillations appear in the upwinded, slope-limited solution. These are not prohibited
by enforcing the TVD condition because this only applies to the homogeneous equations,
although they appear in neither the first-order nor the flux-limited results. This indicates that
the correction term of (3.24) may require modification away from the still water steady state.

One might expect that using the decomposed source term with a first-order upwind
discretisation to balance would produce a good balance when combined with a TVD dis-
cretisation of the flux terms. However, Fig. 13 shows that this is clearly not the case and
that the TVD correction needs to be applied to the discrete source term as well. Further
evidence of the improved modelling of the new flux-limited scheme can be found in [11]
where it is compared with a number of other methods.

In the subcritical case, a series of runs has been carried out to indicate the accuracy of the
scheme. Thel2 errors in these results are plotted against mesh size for the various source
term treatments and shown in Fig. 14. Only the first-order and flux-limited schemes are
compared, because the slope-limited results did not converge to a steady state. This seems
to be because the reconstruction procedure creates discrepancies between the discrete flux
and source terms away from the still water steady state. The upwinding of the source
term produces indistinguishable results in both the first, and higher order cases (suggesting
that the upwind discretisation is actually second-order accurate at the steady state). The
differences are only seen in the time-dependent results when the higher order schemes
show their advantages. In all cases the accuracy is dramatically improved by the upwinding
(and the order of accuracy is always increased to second).

The speed of convergence to the steady state is indicated in Fig. 15 and it can be seen that
the rates of convergence achieved with the pointwise and upwind evaluations of the source
term are very similar (the slope-limited results did not converge). This was seen for all of
the channel flow test cases run.

In [21] it is shown that for a short channel (of lengthL, taken here to be 1500) and
low-speed flow, given the initial conditions

d(x, 0) = h(x), q(x, 0) = 0, (3.42)
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FIG. 10. Discharge and depth for the steady, subcritical, symmetric constricted channel test case for first-order
(a, b) and high-resolution slope-limited (c, d) and flux-limited (e, f) schemes.

whereq = du is the unit discharge andh(x) is indicated in Fig. 7, and the boundary
conditions

d(0, t) = h(0)+ φ(t), q(L , t) = ψ(t), (3.43)

a first-order approximate solution to Eq. (3.30) can be expressed as

d(x, t) = h(x)+ φ(t)
(3.44)

q(x, t) = ψ(t)+ φ
′(t)

b(x)

∫ L

x
b(s) ds.
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FIG. 11. Discharge and depth for the steady, transcritical, symmetric constricted channel test case for first-
order (a, b) and high-resolution slope-limited (c, d) and flux-limited (e, f) schemes.

The quiescent flow case considered earlier corresponds to takingφ(t) ≡ ψ(t) ≡ 0.
A time-dependent tidal flow test case was suggested in [21] for which

φ(t) = 4+ 4 sin

(
(t − 10,800)π

21,600

)
(3.45)

andψ(t) ≡ 0, the asymptotically exact solution being given by (3.44). The exact and
numerical solutions (all computed on the same regular 600-cell grid) to this problem when
t = 10,800 are compared in Fig. 16. The surface level of the flow should be nearly constant
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FIG. 12. Discharge and depth for the steady, supercritical, symmetric constricted channel test case for first-
order (a, b) and high-resolution slope-limited (c, d) and flux-limited (e, f) schemes.

at any time due to its low velocity, but this is the time when the inflow velocity is at its
maximum. This problem is particularly difficult because of the huge running time for the
calculation (involving>100,000 time-steps) so even the smallest oscillations introduced
numerically are amplified and distort the final solution.

The agreement is very close for the first-order and both of the higher order schemes
when the upwind source discretisation is used. The only problem is seen when the slope-
limited scheme is used, since it requires a much stricter practical bound on the CFL number
for the solution to remain free of unwanted oscillations (a value of 0.1 was used compared
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FIG. 13. Discharge and depth for the steady, subcritical, symmetric constricted channel test case for high-
resolution flux-limited scheme with first-order upwind source terms.

FIG. 14. Graphs ofl2 error against mesh size for the steady, subcritical, symmetric channel test case for the
first-order (left) and high-resolution TVD (right) schemes.

FIG. 15. Convergence histories for the steady, subcritical, symmetric channel test case for the first-order
(a) and high-resolution TVD (b) schemes.
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FIG. 16. Water surface level and unit discharge for the tidal flow test case for first-order (a, b) and high-
resolution slope-limited (c, d) and flux-limited (e, f) schemes.

with 0.8 for the other schemes, a severe practical restriction). At a CFL number of 0.8
the slope-limited scheme exhibits similar accuracy in this case, whether combined with
the upwind or the pointwise source discretisation. At shorter experiment times, though,
upwinding the source terms proves to be considerably more accurate. Furthermore, the ac-
curacy of the slope-limited scheme depends on the variables to which the slope limiting is
applied. Minor discrepancies appear in the balance due to the method by which the solution
is reconstructed, and these cause small oscillations which amplify over time. The problem
does not seem to be due to any reduction in the stability range of the scheme caused by the
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presence of the source terms since the solution remains bounded even for a CFL number of
0.8 (although the sources are likely to have some effect on the scheme’s stability, an issue
which has been discussed elsewhere; see for example [9]). In the steady-state test cases
shown earlier this extra restriction does not apply. This problem is also affected by the fact
that the TVD condition is designed to apply in the absence of source terms and that here
we are only ensuring that the flux terms, when considered in isolation from the sources,
are being discretised in a TVD manner. These problems do not arise in the first-order and
flux-limited cases. As in the still water test, even though the pointwise source discretisa-
tion gives a reasonable approximation to the depth, it is very poor at predicting the flow
velocity.

One final test case, suggested in [14], is used here to show that the method also works
well in the modelling of wave propagation problems. The channel geometry is similar to
that of the second case above, but it is defined on a channel with no breadth variation and
of length 1.0, where the bed topography is defined by

h(x) =
{

1.0− 0.25(cos(π(x − 0.5)/0.1)+ 1.0) for |x − 0.5| ≤ 0.1

1.0 otherwise.
(3.46)

The data are initially stationary(u ≡ 0), with a surface profile defined by

d(x) =
{

h(x)+ ε for 0.1< x < 0.2

h(x) otherwise.
(3.47)

Two cases have been run:ε = 0.2 andε = 0.01. Both sets of initial conditions are shown
in Fig. 17. The solutions obtained using upwinded source terms with the flux-limited
(CFL= 0.8) and slope-limited (CFL= 0.2) schemes agree closely with each other and
with the solution obtained using the flux-limited scheme on a much finer grid. The water
surface levels at timet = 0.7 are shown in Fig. 18, obtained on a 600 cell uniform grid with
simple transmissive boundary conditions, and compared with a 2400 cell solution. Most
importantly, even in the case of the smaller disturbance, the noise is negligible and the wave
has propagated with no visible distortion.

FIG. 17. Initial water surface level and bed variation for the wave propagation test cases:ε = 0.2 (a) and
ε = 0.01 (b).
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FIG. 18. Water surface levels obtained using the high-resolution flux- and slope-limited schemes, both with
upwinded source terms, att = 0.7 for the wave propagation test cases:ε = 0.2 (a) andε = 0.01 (b).

4. HIGHER DIMENSIONS

The following analysis is presented for the two-dimensional case but can be applied
simply in three dimensions as well. The conservative form of a system of conservation laws
with additional source terms is expressed as

Ut + Fx +Gy = S, (4.1)

in which there are now two flux vectors, denoted byF = F(U) andG =G(U). The case
where the fluxes depend on a quantity other than the flow variables is not presented here,
having no obvious application to two-dimensional shallow water flows, but can be dealt
with in a similar manner to the one-dimensional case presented in Section 3.2.

A combination of a standard finite volume approximation of the flux terms on an arbitrary
polygonal mesh (although only triangular and quadrilateral meshes will be considered in
the results) and a forward Euler discretisation of the time derivative leads to the conservative
difference scheme,

Un+1
i = Un

i −
1t

Vi

Ne∑
l=1

δi l (F∗i l ,G
∗
i l ) · Ênil + 1t

Vi
S∗i (4.2)

whereVi is the area of the chosen control volume,Ne is the number of edges it has,Ênil is
the outward pointing unit normal to the edge common to cellsi andl (wherel represents a
generic neighbouring cell) andδi l is the length of that edge (as shown for a triangular mesh
cell in Fig. 19).S∗ ≈ ∫∫cell Sdx dy is once more a numerical approximation to the source
integral over the control volume. For simplicity we will again assume the scheme to be a cell
centre discretisation in which the control volumes coincide with the mesh cells, although
the techniques may also be applied to other types of schemes. The following analysis is
similar to that presented in previous sections for the one-dimensional case.

4.1. The First-Order Scheme

The numerical fluxes which lead to the first-order Roe’s scheme in two dimensions are
given by

(F∗i l ,G
∗
i l ) · Ênil = 1

2
(Fi + Fl ,Gi +Gl ) · Ênil − 1

2
(R̃|Λ̃|R̃−11U)i l , (4.3)
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FIG. 19. Numerical fluxes and sources for the cell centre scheme.

in which the eigenvectors and eigenvalues needed to constructR̃ andΛ̃ are now those of
the matrixC̃n = (Ã, B̃) · Ên, where

Ã ≈ ∂ F

∂U
and B̃ ≈ ∂G

∂U
(4.4)

are the linearised flux Jacobians. It can be seen that the numerical flux is similar in form to
that used in one dimension (3.6). In particular,∼ again denotes the evaluation of a quantity
at its Roe-average state.

Since the two-dimensional scheme is based on Riemann solvers oriented perpendicularly
to the edges of the grid cells, the decomposition also bears a strong resemblance to the one-
dimensional case. Once more, as long as the quantities denoted∼ are evaluated at the
appropriate Roe-average state [16], the flux differences can be written in the decomposed
form

1(F,G) · Ên = C̃n1U = R̃Λ̃R̃−11U =
Nw∑
k=1

α̃kλ̃kr̃ k, (4.5)

from which it follows in much the same way as in one dimension that the scheme (4.2) is
equivalent to

Un+1
i = Un

i −
1t

Vi

Ne∑
l=1

δi l (R̃Λ̃−R̃−11U)i l + 1t

Vi
S∗i , (4.6)

where the superscript− now indicates the incoming characteristics at the appropriate edge
of the control volume (see Fig. 20). It is easily seen that this reduces to (3.7) when restricted
to one dimension.

The terms within (4.5) may again be required to balance the flux difference, so the same
Roe linearisation is used in their evaluation, and it follows that

Fx +Gy − S≡ 0⇒ (1(F,G) · En− S̃)i l = 0, (4.7)

throughout the domain:3i l is the edge-cell corresponding to the edge between cellsi and
l , as shown in Fig. 20. The three-dimensional case is similar, with all the approximations
being carried out over a face-cell with the solution being assumed constant on either side.
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FIG. 20. Wave propagation directions (left) and source distribution (right) within a triangular cell in two
dimensions.

The two-dimensional source term can now be written as a characteristic decomposition
similar to that of the flux difference (4.5); i.e., its linearisation can take the form

S̃i l = (R̃R̃−1S̃)i l = δi l

(
Nw∑
k=1

β̃kr̃ k

)
i l

. (4.8)

Evaluating this at the same Roe-average state as the flux difference means that the cor-
rect balance is attained because, at equilibrium, the decompositions giveδΛR−11U =
R−1S. S∗i will be constructed out of contributions from each edge of the cell, with consis-
tency ensured as long as the whole of each edge-cell integral (4.8) is distributed.

The decomposition has been carried out so that, when (4.6) is combined with (4.8) to
give

Un+1
i = Un

i −
1t

Vi

Ne∑
l=1

(R̃(δΛ̃−R̃−11U − I−R̃−1S̃))i l , (4.9)

a precise balance can be achieved when one is sought between the sources and the flux
gradients.

The relationship between the two forms of the finite volume scheme, (4.2) and (4.6), can
now be exploited. Substituting forI− in (4.9) gives

Un+1
i = Un

i −
1t

2Vi

Ne∑
l=1

(R̃(δΛ̃R̃−11U − R̃−1S̃))i l

− 1t

2Vi

Ne∑
l=1

(R̃(δ|Λ̃|R̃−11U − sgn(I)R̃−1S̃))i l . (4.10)

In addition, it is easily shown that

Ne∑
l=1

1(Fil ,Gil ) · Enil =
Ne∑

l=1

(Fi + Fl ,Gi +Gl ) · Enil , (4.11)

in which1Fil = Fl − Fi is the jump inF across thel th edge of celli (and similarly for
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G). Therefore, since∼ indicates evaluation at the Roe-average state, (4.5) holds and (4.10)
can be rewritten as

Un+1
i = Un

i −
1t

Vi

Ne∑
l=1

(F∗i l ,G
∗
i l ) · Enil + 1t

Vi
S∗i , (4.12)

in which the numerical fluxes are given by (4.3) and the numerical source is

S∗i =
Ne∑

l=1

S̃−i l , (4.13)

where

S̃−i l =
1

2
(R̃(I − sgn(I))R̃−1S̃)i l = (R̃I−R̃−1S̃)i l . (4.14)

These expressions bear a close resemblance to the numerical fluxes and can be incorporated
into the flux-based scheme in a similar manner at little extra expense. The special case of a
structured rectangular mesh gives simplified expressions, which are described and applied
in a separate publication [10]. As in one dimension, it is not possible to combine the source
term completely with the numerical fluxes.

4.2. High-Resolution Schemes

When the accuracy of the scheme is increased by the use of a flux-limiting, technique,
the numerical flux takes the form

(F∗i l ,G
∗
i l ) · Ênil = 1

2
(Fi + Fl ,Gi +Gl ) · Ênil − 1

2
(R̃Λ̃LR̃−11U)i l , (4.15)

and the appropriate discretisation of the source term can be shown to be

S̃−i l =
1

2
(R̃(I − sgn(I)L)R̃−1S̃)i l , (4.16)

by arguments similar to those used in one dimension.
For a MUSCL-type slope-limited higher order numerical scheme, the numerical fluxes

take the form

(F∗i l ,G
∗
i l ) · Ênil = 1

2
(FIl + Fi L ,GIl +Gi L ) · Ênil − 1

2
(R̃Λ̃R̃−11U)i l , (4.17)

in which the subscriptsI l andi L represent evaluation of the piecewise linear reconstruction
of the solution on, respectively, the inside and the outside of the edge between cellsi and
l , relative to celli (indicated in Fig. 21), giving new values from which the Roe averages
at the interface are calculated. Now, instead of (4.11) the flux differences satisfy the more
general expression

Ne∑
l=1

1(Fil ,Gil ) · Enil =
Ne∑

l=1

(FIl + Fi L ,GIl +Gi L ) · Enil − 2
Ne∑

l=1

(FIl − Fi ,GIl −Gi ) · Enil .

(4.18)
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FIG. 21. Flux and source evaluations for a two-dimensional MUSCL-type scheme on triangles.

Consequently, the numerical source term appropriate to this type of scheme is given by

S∗i =
Ne∑

l=1

(
S̃−i l − S̃(UIl , Ui )

)
, (4.19)

where∼ indicates the evaluation of the source term integral at the Roe average of the
specified conservative variables (taken from the linear reconstruction at the midpoints of
the cell edges) and̃S−i l is taken directly from (4.14). This can again be considered as applying
a higher order correction to the integral of the source term over the edge-cell.

4.3. Shallow Water Flows

In two dimensions the shallow water equations including the effects of varying bed slope
are obtained by substituting

U =
 d

du
dv

 , F =

 du

du2+ gd2

2

duv

 , G =

 dv
duv

dv2+ gd2

2

 , (4.20)

wherev is the flow velocity in they-direction, in addition to the variables defined for (3.30),
and

S=

 0
gdhx

gdhy

 , (4.21)

into (4.1). The matrixCn can be calculated simply from these for any edge orientation.
Whend ≡ h andu ≡ v ≡ 0 (quiescent flow in two dimensions) the desired balance is

given by the equations (
gd2

2

)
x

= gdhx,

(
gd2

2

)
y

= gdhy. (4.22)

The discretisation should satisfy (4.22) exactly in this special case.
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The characteristic decomposition is now carried out on the eigenvectors of the matrix
(Ã, B̃) · Ên, which are

r̃ 1 =
 1

ũ+ c̃nx

ṽ + c̃ny

 , r̃ 2 =
 0
−c̃ny

c̃nx

 , r̃ 3 =
 1

ũ− c̃nx

ṽ − c̃ny

 , (4.23)

in which (nx, ny) = Ên and

c̃ =
√

g(dR+ dL)

2
, ũ =

√
dRuR+√dLuL

√
dR+√dL

, ṽ =
√

dRvR+√dLvL

√
dR+√dL

. (4.24)

The superscripts R and L indicate here the evaluation of a quantity on either side of a cell
edge, at its midpoint. The corresponding expressions for the eigenvalues (wave speeds) are

λ1 = ũnx + ṽny + c̃, λ2 = ũnx + ṽny, λ3 = ũnx + ṽny − c̃, (4.25)

and the wave strengths,

α̃1 = 1d

2
+ 1

2c̃
(1(du)nx +1(dv)ny − (ũnx + ṽny)1d)

α̃2 = 1

c̃
((1(dv)− ṽ1d)nx − (1(du)− ũ1d)ny) (4.26)

α̃3 = 1d

2
− 1

2c̃
(1(du)nx +1(dv)ny − (ũnx + ṽny)1d),

complete the decomposition (4.5).
In this case, in order to provide the desired balance, the source term is written

S=
 0

gd
0

 E∇ · (h, 0)+
 0

0
gd

 E∇ · (0, h). (4.27)

At first glance this seems counterproductive, but it immediately allows the source term
integral over an edge-cell to be approximated in a manner which will allow the discrete
balance with the flux integral. This leads to

S̃i l = δi l

 0

gd̃1hnx

gd̃1hny

 , (4.28)

which is used to obtain the coefficients used in the characteristic decomposition (4.8). In
this case these are

β̃1 = 1

2
c̃1h, β̃2 = 0, β̃3 = −1

2
c̃1h. (4.29)

By construction, it follows that ˜αkλ̃k − β̃k = 0 for eachk; i.e.,

R̃(δΛ̃R̃−11U − R̃−1S̃) = 0 (4.30)

when the flow is quiescent, and the numerical balance is ensured.
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4.4. Numerical Results

The test cases presented in this section are all related to those described in Section 3.3 for
the one-dimensional schemes, but applied to the two-dimensional shallow water equations.
For the purposes of presentation, comparisons will often be made between breadth-averaged
solutions for channel flows and exact solutions to the corresponding one-dimensional prob-
lem. These will obviously differ slightly in the non-quiescent cases due to the simplifications
inherent in the one-dimensional model, but they still provide an accurate guide when the
crossflow velocity is small, as it is in the results presented. The Minmod limiter [20] is
again used in all high-resolution calculations.

The ability of the new techniques to maintain the still water steady state is illustrated using
the geometry of Fig. 7 and a triangular grid with 4854 cells and 2738 nodes (giving about
300 cells along the channel, or roughly half the one-dimensional grid resolution). As in one
dimension, the upwind source term discretisation maintains still, flat water indefinitely to
machine accuracy in both the first-order and the high-resolution cases, see Fig. 22. This is
true of any geometry and bed topography and each of the schemes described earlier in the
text. The pointwise evaluation of the source term is clearly unable to match this.

Results for the tidal flow test case described in Section 3.3.1 are shown in Fig. 23 for the
same triangular grid. Again, the advantage of using the upwind source term discretisation is
clearly visible and here, unlike in one dimension, the CFL number used to obtain the results
is still 0.8. When the source terms are upwinded the results from the high-resolution scheme
are almost oscillation-free. The averaging across the channel breadth does produce a small

FIG. 22. Breadth-averaged water surface level and unit discharge for the two-dimensional still water test case
for first-order (a, b) and high-resolution slope-limited (c, d) schemes (t = 1000).
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FIG. 23. Breadth-averaged water surface level and unit discharge for the two-dimensional tidal flow test case
for first-order (a, b) and high-resolution slope-limited (c, d) schemes.

amount of smoothing, but it can be seen from Fig. 24, which shows a scatter plot of the water
surface level from side on, that this smoothing is not significant and that oscillations do not
appear in the solution when the source terms are upwinded. Even the slope-limited scheme
gives good results at a CFL number of 0.8. This appears to be because the numerical cross-
diffusion which occurs on the triangular grid smooths out the small oscillations which can
appear and counteracts their growth over long times, rather than the absence of the source
terms representing breadth variation.

FIG. 24. Scatter plots of water surface level for the tidal flow test case for first-order (a) and high-resolution
slope-limited (b) schemes.
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The last test case presented is again taken from [14] and demonstrates the ability of the
new method to model wave propagation problems. The computational domain is the unit
square [0 : 1, 0 : 1] and the bed topography is defined by

h(x, y) = 1.0− 0.5 exp(−50.0[(x − 0.5)2+ (y− 0.5)2]). (4.31)

The data are initially stationary(u ≡ v ≡ 0), with a surface profile defined by

d(x, y) =
{

h(x, y)+ 0.01 for 0.1< x < 0.2, 0.0≤ y ≤ 1.0

h(x, y) otherwise.
(4.32)

The water surface levels obtained using the flux-limited (CFL= 0.8) scheme on a uniform
100× 100 square grid, and the slope-limited (also CFL= 0.8) scheme on a fairly uniform
5218 node, 10170 cell triangular grid, are shown in Fig. 25 at a timet = 0.7. They both
show that this small disturbance propagates over the variable bed without any interference
from numerically induced noise and they agree with the results presented in [14].

FIG. 25. Water surface levels for the two-dimensional wave propagation test case att = 0.7 using upwinded
source terms with a flux-limited scheme on quadrilaterals (a) and a slope-limited scheme on triangles (b).



BALANCING SOURCE TERMS WITH FLUX GRADIENTS 123

Generally, it has been seen that the properties exhibited by the schemes in one dimension
are carried over into higher dimensions. Extensive results obtained for the two-dimensional
flux-limited schemes on rectangular meshes, which confirm these observations, can be
found in [10].

5. CONCLUSIONS

In this paper a new method has been presented for the discretisation of source terms when
they appear as part of a nonlinear system of conservation laws. Specifically, the correct
approximation to the source terms is sought, given that a particular finite volume scheme
has been used for the discretisation of the flux terms. Roe’s scheme has been chosen here as
the underlying numerical scheme, but the philosophy behind the source term approximation
(that the source terms must, in some sense, be discretised in the same manner as the flux
derivatives) may also be applied to other finite volume methods. The discretisation builds
on the work of many previous authors [1, 5–7], who approximated their source terms in
a manner which took into account the flux discretisation and, as a consequence, allowed
the numerical model to maintain specific equilibria which are satisfied by the mathematical
model. The new aspect of this work is the generalisation of these techniques to high-
order TVD versions of Roe’s scheme (using both flux limiters and slope limiters) and to
arbitrary polygonal meshes in any number of dimensions. The methods have been designed
specifically for source terms which provide some sort of balance with the flux derivatives.
Even so, the same techniques can easily be applied to other source terms (such as those
which model bed friction in the shallow water equations) which do not exhibit a precise
balance, but the advantages over the simple pointwise discretisation are less obvious.

The effectiveness of these techniques has been illustrated using the one- and two-
dimensional shallow water equations (the extension to three-dimensional systems of equa-
tions is straightforward, though not described here in detail), in which source terms are
used to model variations in the bed topography and (in one dimension) channel breadth.
Particular attention has been paid to the special case of still water, and the schemes have
been constructed so that they maintain this state. In fact, the improved accuracy of the
new upwind discretisation of the source terms is also shown in the approximation of other
steady-state solutions, particularly in one dimension when flux limiters have been used, and
to a great extent by time-dependent test cases as well. These improvements were also seen
on non-uniform grids. The improvement is less marked for slope-limited schemes, indi-
cating that a more sophisticated approximation to the source term may be necessary away
from the still water steady state. This has been shown by comparison with a selection of
test cases for which exact solutions are available. The advantages over the commonly used
pointwise discretisations are particularly apparent when quantities depending on the flow
velocity are compared. In the high-resolution schemes the new source term approximation
also gives a great improvement over the first-order decomposed source term.

At this stage of the research, the main problem with the new technique (a problem which
also applies to many previous methods) is in the modelling of time-dependent problems.
Here, in order to avoid spurious oscillations in the slope-limited results, a low CFL number
has to be imposed (0.1 in the cases tested here), and in some cases the unphysical oscillations
cannot be removed completely. These oscillations are very sensitive to the variables to which
the reconstruction of the solution is applied since changing the reconstruction can alter the
balance between terms. Even so, over short time scales the source term correction applied
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in the slope-limiting case still improves significantly on the pointwise discretisations. This
problem is also related to the TVD condition satisfied by the scheme, which is only really
intended for the homogeneous equations. It is encouraging that these problems have not
arisen in the flux-limited cases. The possible construction of a TVD condition in the presence
of source terms is a topic for future research. In the meantime it may prove beneficial in
some cases to apply a flux-corrected transport approach since it is clear from the techniques
presented in this paper how the source terms should be treated for both upwind and Lax–
Wendroff schemes, and the first-order upwind scheme appears to be robust enough to
eradicate the unwanted oscillations.

Finally, an alternative method has also been proposed for the discretisation of the flux
term in the case where it varies spatially but independent of the flow variables (as with one-
dimensional models of shallow water flow through a channel of variable breadth). It has
been shown that, in combination with the source term approximation, the method produces
accurate solutions for a wide variety of steady-state and time-dependent test cases.
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